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About thisbook. The Spectrum Scale (formerly GPFS) to HPSS Interface (GHI) installation guide
isfor use at system installation time. It outlines the steps required to install and configure a GHI
system.

Conventionsused in thisdocument.  Example commands that should be typed at acommand line
will be preceeded by a percent sign (%) and be presented in a monospace font:

% sanpl e command
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# This is a comrent

Angle brackets ("<>") denote a required argument for a command:

% sanpl e command <ar gunent >
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% sanpl e command [optional argunent]
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A petabyte, PB, is 1,125,899,906,842,624 bytes (2° bytes).

An exabyte, EB, is 1,152,921,504,606,846,976 bytes (2% bytes).
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Chapter 1. Preparing for GHI install

Prior to installing GHI, ensure you understand the customer’ s requirements, which will help you
properly size and configure the GHI system. This installation guide does not document site planning
processes; that is part of the proposal or system engineering phase of the project. In addition, refer to
the GHI Management Guide for planning considerations.

IBM recommends installing GHI on a Spectrum Scale cluster that has no other Hierarchical Storage
Management (HSM) application running, for example, Tivoli Storage Manager (TSM). If another
HSM-managed file system is required, it must run on a separate cluster and be remotely mounted on
the GHI-managed cluster. GHI is dependent on timely Data Management Application Programming
Interface (DMAPI) events from Spectrum Scale; therefore, there should not be two applications
competing for events.

For systemsinstalled with High Availability (HA) Core Server, it is critical to ensure that the required
GHI components are installed on the backup or stand-by Core Server. These components include Db2
accounts creation and configuration, Db2 server configuration and Independent Standalone HPSS
TAR (ISHTAR).

GHI installation requires root or root-equivalent privileges, except where noted otherwise.

1.1. Prerequisites

Beforeinstalling GHI, review the GHI release notes on the HPSS Admin wiki for prerequisites,
special notes, and possible known issues for the version you plan to install. The release notes define
the software version of each prerequisite software:

» HPSS Core Server and Movers
» Operating system
» memcached
* libmemcache
e rpchind
» xmirpc-c
» xmlrpc-c-client
* Xinetd
* logrotate
» Python — not covered in this document

» IBM_db (Python support for Db2) — not covered in this document

1



Preparing for GHI install

Spectrum Scale
Db2 client
HPSS client

* hpss-lib

* hpss-lib-devel
GHI-ISHTAR

GHI
Note

Newer versions of tar (RHEL8+), enable the --sparse option by default. Extractions with the
--gparse option do not trigger DMAPI read events in GPFS. This can cause tar extraction to
silently fail.

Do not allow the use of tar --sparse when using GPFS with GHI.

As aworkaround, use tar --hole-detection=raw.

1.2. Operating system

1.2.1. Set ulimits

Note

Change the default soft and hard core size from "0" to "unlimited". Thiswill allow GHI to
create a core dump file for debugging purposes. The default inode scan bucket size is 1000.
Increase the max open file descriptorslimit to 65536 in/etc/security/linits.d/ 19-
hpss. conf on all systemsthat will run GHI. Reboot each node to validate each changeis
correct and persistent.

Example:

% vi /etc/security/limts.d/19-hpss. conf

#* sof t core 0

#* har d rss 10000

#@t udent hard npr oc 20

#@aculty sof t npr oc 20

#@aculty hard npr oc 50

#tp hard npr oc 0

#@t udent - max| ogi ns 4

B sof t core unlimted <- (add)
B hard core unlimted <- (add)
B sof t nofile 65536 <- (add)

B hard nofile 65536 <- (add)

Validate each change by running:
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$ulinmit -a
1.2.2. Configuration of rsyslog

Note

IBM recommends that you suppress repeat messages and turn rate limiting off.

Sites must evaluate policies and configuration needs for their own systems and determine what works
best. Below is an example:

1. In/etc/rsysl og. conf update or add the following lines:

$SystenlLogRateLinmitlnterval 0
$Syst enlogRat eLi nmi t Burst 0

$1 MUXSockRateLi mitlnterval O
$I Mlournal RateLim tInterval O
$1 Mlour nal Rat eLi mi t Burst O

2. In/etc/systemd/journal d. conf update or add the following lines:
Rat eLi mi t | nterval =0
Rat eLi mi t Bur st =0
St orage=vol atil e
Conpr ess=no
MaxRet ent i onSec=5s

3. In/etc/rsysl og. d/ hpss. conf update or add the following line:

$Repeat edMsgReduct i on of f

4. Restart the services for changes to take effect

systencttl restart systend-journald
systenttl restart rsyslog

1.3. Memcached

Memcached is an in-memory key-value store for small chunks of arbitrary data. Memcached allows
applications to take memory from parts of the system where it has more than it needs and make it
accessible to areas where applications have less than they need.

GHI uses memcached to reduce the load on the HPSS metadata. Memcached improves the
performance of GHI image backup verification, ghiverifyfs, and ghi_Is. Install the memcached
and libmemcached-devel RPMs from the RHEL software distribution on each machine you want
memcached to run to improve operations.

1.3.1. Install memcached and libmemcached

1. Read the release notes to check prerequisites for the appropriate version to use.

% yum | ist available | grep nmentached
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% yum i nstal |l nencached
% yuminstall |ibnmencached

2. Verify the packages and versions have been properly installed.

%rpm-ga | grep nencached

1.3.2. Configure memcached
Setup for RHEL 7 nodes

1. Run the following commands to enable, start, and status memcached.

% systenct| enabl e mentached. servi ce
% systenct| start nencached. service
% systenct| status mentached. service

2. Verify that memcached configuration files have been created:

% cd /usr/lib/systend/systeni
%ls | grep menctached

3. If rencached. servi ces does not exist, follow these steps:
a. Create/usr/lib/systenmd/ system mencached. servi ce.

b. Add the lines below to the file.

[Unit]

Descri pti on=Mentached
Bef or e=ht t pd. servi ce
Aft er =net wor k. t ar get

[ Servi ce]

Type=si npl e

Envi ronnent Fi | e=-/ et ¢/ sysconfi g/ nencached

Rest art =al ways

ExecSt art =/ usr/ bi n/ mencached -u $USER -p $PORT - m $CACHESI ZE - ¢ $MAXCONN $OPTI ONS

[Install]
Want edBy=nul ti - user .t ar get

c. Createthefile/ et ¢/ sysconfi g/ mencached with contents:

PORT="11211"
USER=" nenctached"
MAXCONN="1024"
CACHESI| ZE=" 64"
OPTI ONS=""

d. Check status and, if necessary, disable, enable, reload, and restart mencached. ser vi ce:

% systenct!l list-unit-files | grep nencached
% systenct| enabl e nencached. servi ce

% systenct| daenon-rel oad

% systenct| restart mencached. service

% systenct| status nencached. service

4
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1.4. GHI-ISHTAR

Beforeinstalling GHI-ISHTAR, verify that prerequisites hpss-lib, hpss-lib-devel, and hpss-cint are
installed. Asof GHI 3.3, ISHTAR is bundled with GHI. The RPM name has changed to be ghi-ishtar-
<ghi-version>.0-0, rather than having a specific ISHTAR version number.

% rpm -ga "hpss*"
1. Install prerequisitesif they are missing.
% rpm -i vh hpss-1ib-<versi on>*
% rpm -i vh hpss-1ib-devel - <versi on>*

% rpm -i vh hpss-cl nt-<versi on>*

After HPSS RPM s are installed, a message will appear letting the user know where the package
directory islocated. This directory path will be needed for the next step.

root @l ayne /hpss_src/hpss753 > rpm -ivh hpss-clnt-7.5.3.0-0.el 7. ppc64l e.rpm

Preparing. .. RHHHH TR R R R R [ 1009
Updating / installing...
1: hpss-clnt-7.5.3.0-0.el 7 RHHHH TR R R R R [ 1009

Files for package hpss-clnt installed under /hpss_src/hpss-7.5.3.0-0.el7

2. Create /opt/hpss link to the directory where HPSS Client files are installed.

%In -s /hpss_src/hpss-<versi on>* /opt/hpss

Example:

%Iln -s /hpss_src/hpss-7.5.3.0-0.el 7 /opt/hpss

1.5. Install GHI-ISHTAR

GHI-ISHTAR must be installed on all GHI nodes. GHI-ISHTAR is used by the IOM and by session
node tools such as ghiverifyaggr.

GHI-ISHTAR is bundled with GHI. Only the provided version should be used with GHI.
$ rpm-ivh ghi-ishtar*.rpm
Filesfor package ghi - i sht ar areinstalled under / var/ hpss/ hsi .

Note

HPSS libraries must be installed on each GHI node before GHI-ISHTAR can be installed.




Chapter 2. Spectrum Scale

2.1. Install Spectrum Scale

Contact your IBM Spectrum Scale customer support representative to obtain the Spectrum Scale
software, and install it according to instructions.

2.2. Configure Spectrum Scale

1. After Spectrum Scale isinstalled, make sure ssh or rsh isworking between nodes in the cluster. If
using ssh, be certain to complete additional configuration stepsto allow for passwordless command
execution (steps are covered in the Spectrum Scale documentation).

2. Enable threshold processing. Check to seeif the requested configuration attributes are set:

% mm sconfig
% mmthconfi g enabl el owspaceevent s=yes

3. Configure NSD (Network Shared Disk) multipath. If using multipath, follow the steps below to
create NSDs:

a. Createa/ etc/ nul ti pat h/ bi ndi ngs file. The file needs to match on all nodes using the NSD.

b. Create an nsddevices script for NSD discovery:

% cp /usr/| pp/ mfs/sanpl es/ nsddevi ces. sanpl e /var/ mfs/ et c/nsddevi ces

c. Edit/var/ mf s/ et ¢/ nsddevi ces to look like the example below:
osName=$(/ bi n/ unane -s)

if [[ $osName = Linux ]]

t hen

CONTROLLER _REGEX=' npat h[ a- z] +

for dev in $( /bin/ls /dev/ mapper | egrep $CONTROLLER RECEX )

do

dmm vs. generic is used by Spectrum Scale to prioritize internal order
of searching through avail abl e di sks, then | ater Spectrum Scal e
di scards ot her disk device names that it finds that match as the
sane NSD device by a different path. For this reason,

dmm vs. generic is an inportant distinction if you are not
explicitly producing the entire and excl usive set of disks

t hat Spectrum Scal e shoul d use, as output fromthis

script (nsddevices) and exiting this script with a "return 0"
echo nmapper/ $dev dmm

echo napper/ $dev generic

done

fi

HOHHHHH R

# To bypass the Spectrum Scal e di sk
# discovery (/usr/|pp/ mfs/bin/ mdevdi scover),

6
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return O

# To continue with the Spectrum Scal e di sk di scovery steps,

return 1

d. Ensurethis script is executable:

% chnmod +x /var/ mmf s/ et ¢/ nsddevi ces

e. Execute/ var/ mf s/ et ¢/ nsddevi ces.

Example:

% /[ var/ mmf s/ et ¢/ nsddevi ces
mapper / npat ha dnm
mapper / npat hb dnm
mapper / npat hc dnm

2.3. Create SSH trust

After Spectrum Scaleisinstalled, create SSH trust between all nodes in each direction in each
node and between each node. Be certain to complete additional configuration stepsto allow for
passwordless command execution.

2.4. Create a new Spectrum Scale cluster

Run the command to create a Spectrum Scale cluster on only the main node. Upon successful
completion of the mmcr cluster command, the/ var / rmf s/ gen/ mvsdr f s and the/ var / mf s/ gen/
mf sNodeDat a files are created on each node in the cluster.

1. Run mmcrcluster. Example:

% mcrcl uster -n /var/ hpss/ ghi/gpfs_confi g/ node. conf -p ghi_serverl \
-r /usr/bin/ssh -R /usr/bin/scp

2. Check that the msdr f s and nf sNodeDat a files are created and the output shows success and

completion:

% cat /var/ mfs/gen/ msdrfs
% cat /var/ mf s/ gen/ mmf sNodeDat a

Output:

mmcrcl uster:
mmcrcl uster:
mmcrcl uster:
mmcrcl uster:
mmcrcl uster:
mmcrcl uster:

Performi ng prelimnary node verification ...

Processi ng quorum and ot her critical nodes ...

Finalizing the cluster data structures ...

Conmand successful |y conpl et ed

Warni ng: Not all nodes have proper GPFS |icense designations.
Propagating the cluster configuration data to all affected nodes.

This is an asynchronous process.

2.4.1. Configure license

The mmchlicense command designates appropriate Spectrum Scale licenses. Run mmchlicense to
accept and configure licenses.
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% mthl i cense server --accept -N al

Output (the following nodes will be designated as possessing server licenses):

ghi _server 2. cl earl ake.i bm com
ghi _server 1. cl earl ake.i bm com

2.4.2. Create NSDs on the main GHI node only

1. Onthe primary GHI node, create NSD configuration file(s) for each disk:

% cd /var/ hpss/ ghi/gpfs config
% t ouch nsd. St anzaFi |l e nsd. StanzaFil e2 ... nsd. StanzaFil eX
% vi nsd. StanzaFil e

2. Add the following lines:

%nsd:

devi ce=/ dev/ sdb
nsd=nsdl

servers=ghi _server1l
usage=dat aAndMet adat a
% vi nsd. St anzaFi | e2

3. Add thefollowing lines:

9nsd:

devi ce=/ dev/ sdc
nsd=nsd2

servers=ghi _server1
usage=dat aAndMet adat a

Note

Create ablock for each resource. Include all GHI nodes that see the disk, separated by a
comma. For example, if two servers share adisk resource "servers=" value, the line will
contain both hostnames like this: ser ver s= <nodel shortname>, <node2 shortname>.

4. Create NSD stanzasfile that uses the multipath aliases. For systems using multipath, skip this step
if you are not using multipath. Edit / var / hpss/ ghi / gpf s_confi g/ nsd. St anzaFi | e and insert
the lines below:

%msd: devi ce=/ dev/ mapper/ npat ha
nsd=nsdl

servers=ghi _server1, ghi _server2
usage=dat aAndMet adat a

5. Enable DMAPI on the Spectrum Scale file system:

% mthfs <file system> -z yes

6. Run the mmcrnsd command to create NSD servers. The option -F specifies the file containing the
NSD stanzas for the disks to be created. The option -v no specifies that the disks are to be created
irrespective of their previous state.

% mmtrnsd -F /var/ hpss/ ghi/gpfs _config/nsd. StanzaFile -v no

8
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mmcrnsd: Processing di sk sdb
nmcrnsd: Propagating the cluster configuration data to all affected nodes.
This is an asynchronous process.

% mctrnsd -F /var/ hpss/ ghi/gpfs_config/nsd. StanzaFile2 -v no

mmcrnsd: Processing di sk sdc
nmcrnsd: Propagating the cluster configuration data to all affected nodes.
This is an asynchronous process.

. Ensure all the Spectrum Scale nodes are active and then create the Spectrum Scale file system.
Wait until the mmgetstate output shows that all nodes are active before issuing the mmcrfs
command.

% mmet state -a

Node nunber Node nane GPFS state
1 ghi _serverl active
2 ghi _server?2 active

If the node state remains down, run mmstartup -a to start Spectrum Scale.

If the node state remains down after mmstartup, check the Spectrum Scale logs.
If the node state is arbitrating, check the Spectrum Scale logs.

If the node needs to be recycled, run mmshutdown -a, and rerun mmstartup.

Note
The Spectrum Scale log location is/ var / mf s/ gen/ nnf sl og
Note

The GHI file system name and mount point must be unique among all GHI clusters
connected to the HPSS system. The GHI file system name matches the Spectrum Scale
file system name and the GHI file system mount point matches the Spectrum Scale mount
point.

. Run mmcrfsto create the file system(s) with options to enable automount (-A yes), activate
guotas automatically (-Q yes), enable DMAPI (-z yes), set blocksize (-B 256K ), and specify that
the disk not belong to an existing file system (-v no). For purposes of this documentation, the
mmocr fs commands below have each been split into two separate lines; each indented line should
be considered as part of the command line above it, with no breaks.

% mtrfs /ghi_serverl fsl1 /dev/ghi_serverl fsi
-F var/ hpss/ ghi / gpfs_confi g/ nsd. StanzaFile -A yes -Qyes -z yes -B 256K -v no

% mtrfs /ghi_serverl fs2 /dev/ghi_serverl fs2
-F var/ hpss/ ghi / gpfs_confi g/ nsd. StanzaFil e2 -A yes -Qyes -z yes -B 256K -v no

Note

If the user plans on having a Spectrum Scale file system without a GHI file system for
image restores, the "temp space" Spectrum Scale file system should have DMAPI set to
"no" (-z no).
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Sample output:

The foll owi ng di sks of ghi_serverl fs2 will be formatted on node
ghi _server 2. cl earl ake. i bm com
nsd2: size 153600 MB
Formatting file system ...
Di sks up to size 1.51 TB can be added to storage pool system
Creating Inode File
Creating Allocation Maps
Creating Log Files
Clearing Inode Allocation Map
Clearing Block Allocation Map
Formatting Allocation Map for storage pool system
Conpl eted creation of file system/dev/ghi_serverl fs2
mcrfs: Propagating the cluster configuration data to al
af fected nodes. This is an asynchronous process.

Note

Use mmilsfsto list the file system attributes. For example, if you want to check if DMAPI is
enabled on all Spectrum Scale file systems, run: mmilsfsall | grep DMAPI

. Display the configuration datafor a Spectrum Scale cluster for each node. Log in to the main node:
% r oot @hi _serverl /var/mfs > nmm sconfig
Configuration data for cluster ghi_serverl.clearl ake.ibm com

cl ust er Nane ghi _serverl. cl earl ake.i bm com
clusterld 16335425671093415616

aut ol oad no

dmapi Fi | eHandl eSi ze 32

m nRel easelLevel 5.0.2.0

ccr Enabl ed yes

ci pherLi st AUTHONLY

adm nMbde central

File systens in cluster ghi_serverl.clearlake.ibmcom

/dev/ ghi _serverl fsl
/dev/ ghi _serverl fs2

Log in to all secondary nodes to check:
% r oot @hi _server2 /root > mm sconfig
Configuration data for cluster ghi_serverl.clearl ake.ibm com

cl ust er Nane ghi _serverl. cl earl ake.i bm com
clusterld 16335425671093415616

aut ol oad no

dmapi Fi | eHandl eSi ze 32

m nRel easelLevel 5.0.2.0

ccr Enabl ed yes

ci pherLi st AUTHONLY

adm nMbde central

10
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File systens in cluster ghi_serverl.clearlake.ibmcom

/dev/ ghi _serverl fsl
/dev/ ghi _serverl fs2

2.4.3. NSD multipath

1. Configure NSD multipath. If using multipath, follow the steps below to create NSDs:
a. Createa/ etc/ mul ti pat h/ bi ndi ngs file. The file needs to match on all nodes using the NSD.

b. Create an nsddevices script for NSD discovery.

% cp /usr/ | pp/ mfs/sanpl es/ nsddevi ces. sanpl e /var/ mf s/ et c/ nsddevi ces

c. Edit/var/ mf s/ et ¢/ nsddevi ces to look like the example below:
osName=$(/ bi n/ unane -s)

if [[ $osName = Linux ]]
t hen
CONTROLLER REGEX=' npat h[ a- z] +
for dev in $( /bin/ls /dev/ mapper | egrep $CONTROLLER RECEX )
do
dmm vs. generic is used by Spectrum Scale to prioritize interna
order of
searching through avail abl e di sks, then | ater Spectrum Scal e
di scards ot her disk device nanes that it finds that match as the sane
NSD device by a different path. For this reason, dmmvs. generic is an
i mportant distinction if you are not explicitly producing the entire
and excl usive set of disks that Spectrum Scal e shoul d use,
as output from
this script (nsddevices) and exiting this script with a "return 0"
echo mapper/ $dev dnm
echo napper/ $dev generic
done
fi

H o H HHHHH R

if [[ $osName = Al X ]]

t hen:

# Add function to di scover disks in the Al X environnent.
fi

# To bypass the Spectrum Scal e di sk di scovery

# (/usr/| pp/ mf s/ bi n/ mmevdi scover),

return O

# To continue with the Spectrum Scal e di sk di scovery steps,
return 1

d. Ensure the script is executable. Example:

% chrmod +x /var/ mf s/ et c/ nsddevi ces

e. Execute/var/ mf s/ et c/ nsddevi ces. Example:

# [ var/ mf s/ et c/ nsddevi ces
mapper / npat ha dmm
mapper / npat hb dmm
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mapper / npat hc dnm

f. Create NSD stanzasfile that uses the multipath aliases. Edit / var / hpss/ ghi / gpfs_confi g/
nsd. St anzaFi | e and insert the lines:

%msd: devi ce=/ dev/ mapper/ npat ha
nsd=nsdl

servers=ghi _server1, ghi _server2
usage=dat aAndMet adat a

g. Continue with creating NSDs.

2. Enable DMAPI on the Spectrum Scale file system:

% mthfs <file system> -z yes
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3.1. Users and groups

GHI needs two users (hpss, hpssdb) and two groups (hpss, hpsssrvr) on all GHI nodes that will have
the HPSS client installed. Each GHI cluster requires an additional user per cluster on GHI nodes
within the cluster that will have the HPSS client installed. The names of these cluster users are
arbitary, but this document will use ghiclusterl, ghicluster2...ghiclusterX in future examples. The
ghiclusterX users should belong to the hpsssrvr group. The user and group ID numbers created on the
GHI nodes must match the corresponding user and group ID numbers on the HPSS Core Server. User
I Ds hpss and hpssdb should exist after the HPSS Core Server has been installed and configured. The
user ID for the GHI cluster user(s) will need to be created on the HPSS Core Server using hpssuser .

1. Usethe system command id to verify the required users and groups exist:

% id <user>
%id -g <user>

User Primary Group Home Directory:
hpss hpss Ivar/hpss

hpssdb hpssdb /db2data/db2_hpssdb
ghiclusterl hpsssrvr Ivar/ghiclusterl

2. If any of the above users or groups do not exist, use the user add system command to add them.
The following shows the usage of the useradd command and an example adding hpssdb as a user
and group:

% useradd -d <hone directory> -g <group> -p password <user>

% useradd -d /db2data/db2_hpssdb -g 300 -p hpssdb hpssdb

3. Ensure the Core Server and GHI nodes have matching entries for users hpss, hpssdb, and GHI
cluster user(s) inthe/ et c/ passwd and/ et ¢/ gr oup files:

% cat /etc/passwd | grep hpss

hpss: x: 300: 300: HPSS User : /var/ hpss: / bi n/ bash
hpssdba: x: 301: 301: : / db2dat a/ db2_hpssdb: / bi n/ bash
ghi cl ust er 1: x: 1001: 302: : / var/ ghi cl ust er 1: / bi n/ bash

% cat /etc/group | grep hpss
hpss: x: 300: hpss, hpssdba
hpssdba: x: 301: r oot
hpsssrvr: x: 302: ghi cl uster1

The ghiclusterl user in/ et ¢/ passwd isin the primary group of hpsssrvr. Also noticethat in/ et c/
gr oup ghiclusterl isamember of the hpsssrvr group. Make sure all Core Server and GHI nodes
have the correct configuration and passwords.
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3.1.1. Add GHI cluster user with the hpssuser tool

1. Onthe HPSS Core Server, use hpssuser to add a GHI cluster user. See the HPSS Management
Guide for more details.

Each GHI cluster user should have a unique name and user 1d. The output below uses ghiclusterX
for the name and 1001 for the user ID as an example.

The output below is for adding a user with UNI X aut hentication. The conmmand
is the same when addi ng a user with Kerberos authentication. The output changes slight

$ /opt/ hpss/ bin/ hpssuser -add ghiclusterX -acct -keytab <keytab pat h>
User |D#: 1001

Primary group name: hpsssrvr

Ent er password for ghiclusterX: [ghiclusterX]

Re-enter password to verify: [ghiclusterX]

Ful | nane: ghiclusterX

Logi n shell: /bin/bash

Uni x (Il ocal /system) hone directory: /var/ghiclusterX

[ addi ng uni x user ]

[ added uni x user ]

[ addi ng uni x keytab entry to '/var/hpss/etc/hpss. unix. keytab' ]
[ added uni x keytab entry to '/var/hpss/etc/hpss. uni x. keytab' ]

2. Check that GHI cluster user has been added to / var / hpss/ et ¢/ passwd and to/ var/ hpss/ et ¢/
gr oup under the group hpsssrvr. This step isvalid only if you are using HPSS local password and
group files; otherwise, skip this step.

The out put bel ow uses ghiclusterX as the nane and 1001 as the user I D as an exanpl e.

% cat /var/hpss/etc/passwd | grep ghiclusterX
ghi cl ust er X: x: 1001: 301: ghi cl ust er X: / var/ ghi cl ust er X: / bi n/ bash

% cat /var/hpss/etc/group | grep ghiclusterX
hpsssrvr: *: 301: hpssnvr, hpsssd, hpssft p, hpssssm hpsspvr, hpssgk, hpssnps,
hpssrait, hpsscore, hpsspvl , hpssfs, hpssl s, ghi cl ust er X

3. Copy HPSS Core/ var/ hpss/ et ¢/ to each GHI node with scp. On the core:

% cd /var/ hpss/etc
%tar -cvzf /tnp/etcnew.tar.gz ./
% scp /tnp/etcnew. tar.gz root @CGH NODE>:/var/ hpss

4. Move and renametheold/ var/ hpss/ et ¢ directory, and create anew / var / hpss/ et ¢ directory.
On each GHI node:

% cd /var/ hpss/

% nv etc etc.ori

% nkdir /var/hpss/etc

% cp /var/ hpss/etcnew.tar.gz /var/hpss/etc
% cd /var/ hpss/etc

%tar -xzvf etcnew. tar.gz

5. On the GHI node modify the/ var/ hpss/ et c/ env. conf fileto have the environment variable
HPSS_PRI NCI PAL_DMG set to the GHI cluster user principa name.
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6. On the GHI node modify the/ var/ hpss/ et ¢/ env. conf fileto have the environment variable
HPSS_PRI NCI PAL_SSMset to the hpssssm user.

7. Thisstepisvalid only if you are using HPSS local password and group files; otherwise, skip
this step. Remove nonrequired GHI cluster users from GHI nodes. For example, there are 2
GHI clusters, first cluster is associated with ghiclusterl user, second cluster is associated with
ghicluster2 user.

On cluster 1 GH nodes:
% hpssuser -del ghicluster2 -acct

On cluster 2 GH nodes:
% hpssuser -del ghiclusterl -acct

8. Link / var/ hpss/ hpssdb to the hpssdb user’ s home directory. On each GHI node:

$ In -s /db2dat a/ db2_hpssdb /var/ hpss/ hpssdb

3.2. Set up GHI tablespace on the HPSS
Core Server

GHI should be configured to use the same Db2 storage group that is used in HPSS.
I mportant

GHI tablespaces should be configured on the HPSS Core Server only while the HPSS systemiis
down. The actual configuration for Db2 should be determined during the system engineering
planning phase of the deployment. The GHI Db2 mapping table has the potential to become
very large and care should be taken in configuring Db2 to handleit.

Note

Repeat this section to set up the GHI tablespace on the HA Backup Core Server for proper
failover operations.

3.2.1. Database using single partition

This configuration is performed only on the HPSS Core Server while Db2 is running and HPSS
servers are down.

1. Shut down all servers viathe HPSS GUI.

2. Find the number of partitions. As hpssdb user, the following shows there is only one partition:

% cat $HOVE/ sql |i b/ db2nodes. cfg
0 <core_server>.clearl ake.i bmcom 0

3. Source the database profile:
% source ~hpssdb/sqllib/db2profile

4. Create the database. The second of the following two examplesis the default for a one partition and
two storage paths file system. For systems that do not use the default, edit path partition names and
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storage path file systems to match your system configuration. The following examples show path
names and partition expressions usage:

% db2 " CREATE DATABASE HGHI ON \
\''/ db2dat a/ p0000/ st g0001"' , \

\''/ db2dat a/ p0000/ st g0002" \
DBPATH on '/ db2dat a/ db2_hpssdb' "

% db2 " CREATE DATABASE HGHI ON \
\'/db2data/p \$4N /st g0001\"', \
\'/db2data/p \$4N /st g0002\"' \
DBPATH ON '/ db2dat a/ db2_hpssdb' "

5. Modify the callback script to source the database profile (DB2PROF):

% vi m /opt/ ghi/bin/ hpssEvent Notify

3.2.2. Create database partition group

1. Connect to the HGHI database:
% db2 CONNECT TO HGHI

2. For asingle partition run the command:

% db2 " CREATE DATABASE PARTI TI ON GROUP HPSS GHI ON DBPARTI TI ONNUM (0) "

3. Check that a partition is created:

$ db2 |ist db partition groups

Example output:
DATABASE PARTI TI ON GROUP

HPSS_GHI
| BMCATGROUP
| BVDEFAUL TGROUP

3 record(s) sel ected.

4. Create the bufferpool used for GHI DB tablespace:

% db2 " CREATE BUFFERPOOL SNMALLTABLES \
DATABASE PARTI TI ON GROUP HPSS_GHI SI ZE 1000 AUTQOVATI C \
PAGESI ZE 4K"

5. Create the bufferpool used for GHI mapping tablespace:

% db2 " CREATE BUFFERPOOL bp32k \
DATABASE PARTI TI ON GROUP HPSS_GHI SI ZE 1000 AUTQOVATI C \
PACESI ZE 32K"

6. Create Db2 tablespaces.

a. Create Db2 tablespace for GHIDB:

% db2 " CREATE LARGE TABLESPACE GHI DB \
| N DATABASE PARTI TI ON GROUP HPSS _GHI \
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PACESI ZE 4K \

MANAGED BY AUTOVATI C STORACE \
AUTCRESI ZE YES \

I NI TI ALSI ZE 32M \

MAXSI ZE NONE \

EXTENTSI ZE 128 \

PREFETCHSI ZE AUTOVATI C \
BUFFERPOOL " SMALLTABLES" \
OVERHEAD 7. 500000 \
TRANSFERRATE 0. 060000 \

NO FI LE SYSTEM CACHI NG \
DROPPED TABLE RECOVERY ON \
DATA TAG NONE"

b. Create Db2 tablespace for GHIMAPPING:

% db2 " CREATE LARGE TABLESPACE GH MAPPI NG
| N DATABASE PARTI TI ON GROUP HPSS_GHI \
PAGESI ZE 32K \

MANAGED BY AUTQOVATI C STORAGE \
AUTORESI ZE YES \

EXTENTSI ZE 128 \
PREFETCHSI ZE AUTOVATI C \
BUFFERPOOL BP32K \

DATA TAG NONE \

OVERHEAD 7. 500000 \
TRANSFERRATE 0. 060000 \
MAXSI ZE NONE \

NO FI LE SYSTEM CACHI NG \
DROPPED TABLE RECOVERY ON'

3.2.3. Configure logging on the HPSS Core Server

1. Grant user hpss access to the database:

% db2 "grant connect on database to user hpss"
% db2 "grant createtab on database to user hpss"
% db2 "grant dbadm on dat abase to user hpss"

2. Configure the primary logs, secondary logs, log archives, log file size, and number of logs similar
to the standard of the HPSS databases:

% nkdi r /db2dat a/ p0000/ db2_I| og/ hghi

% db2 "update db cfg for hghi usi ng NEW.OGPATH <pri mary_| og_pat h> hghi "

% db2 "update db cfg for hghi usi ng NEW.OGPATH '/ db2dat a/ p0000/ db2_I| og/ hghi " "
% nkdi r /db2dat a/ p0000/ db2_1 ogni rr or/ hghi

% db2 "update db cfg for hghi usinng M RRORLOGPATH <secondary_| og_pat h> hghi "
% db2 "update db cfg for hghi usi ng M RRORLOGPATH

'/ db2dat a/ db2_| ogmi rror/ hghi " "

% db2 "update db cfg for hghi using AUTO MAI NT of f"

% db2 "update db cfg for hghi using AUTO RUNSTATS of f"

% db2 "update db cfg for hghi using AUTO TBL_MAI NT of f"

% nkdi r /db2dat a/ p0000/ db2_| ogar chi vel/ hghi

% db2 "update db cfg for hghi using LOGARCHVETHL \

Dl SK:/ <primary_| og_archi ve_pat h>/ hghi /"

% db2 "update db cfg for hghi using LOGARCHVETHL \

DI SK: / db2dat a/ p0000/ db2_I| ogar chi vel/ hghi /"

% nkdi r /db2dat a/ p0000/ db2_| ogar chi ve2/ hghi
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% db2 "update db cfg for hghi using LOGARCHVETH2 \
Dl SK: / <secondary_| og_ar chi ve_pat h>/ hghi /"

% db2 "update db cfg for hghi using LOGARCHVETH2 \
DI SK: / db2dat a/ p0000/ db2_| ogar chi ve2/ hghi /"

% db2 "update db cfg for hghi using LOG-ILSIZ 25000"

% db2 "update db cfg for hghi using LOGPRI MARY 10"
% db2 "update db cfg for hghi using LOGSECOND - 1"

Table3.1. LOGBUFSZ

Machine Memory LOGBUFSZ <Table Value>
Lessthan 16 GB RAM 4096

Between 16 GB and 64 GB RAM 8192

Greater than 64 GB RAM 16384

% db2 "update db cfg for hghi using LOGBUFSZ <t abl e val ue>"
% db2 "update db cfg for hghi using DFT_QUERYOPT 2"

3. Disconnect from the database;

% db2 di sconnect all

3.3. Install Db2 client on all GHI nodes

Install the Db2 client on each Spectrum Scale quorum node (all nodes which include “quorum” in the
“Designation” column from the mmliscluster command). Follow the IBM Db2 Command Reference
document to install the server.

3.4. Add Db2 permanent licenses on all
GHI nodes

Add a permanent license on each Spectrum Scale quorum node that has the Db2 client installed.

1. Addlicense;

% cd /opt/ibm db2/<versi on>/ adm
% ./db2licm-a <path nanme to Db2 generic license fil e>/ db2aese c.lic

Note

The generic Db2 licensefile (*/ db2/ | i cense/ db2ese_c. | i ¢) can be found on the Db2
Installation CD or image. It can also be obtained by contacting HPSS support.

Refer to the IBM Db2 Command Reference document for more information on how to use the
db2licm utility to manage the Db2 license. Cresate the Db2 database connection on the GHI session
nodes which should already have the Db2 client installed per the prerequisites.

2. Create an instance as root:
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% / opt /i bm db2/ <ver si on>/i nstance/ db2icrt -a CLIENT -s client -u hpssdb hpssdb

. Source db2profile system-wide to establish database environment. Asroot, add linesto
al i ases. sh.

$ su - root
$ vim/etc/profile.d/aliases.sh
~hpssdb/ sql |'i b/ db2profil e

. Set DB2COMM. As hpssdb:

% su - hpssdb
% db2set DB2COMVEt cpi p

. Verify that DB2COMM isset to "TCPIP'":

% db2set -all

[i] DB2COMVETCPI P
[g] DB2SYSTEM-ghi _serverl. cl earl ake.i bm com

. Verify thelocal servicesin/ et c/ servi ces filefor Db2 support. Asroot, copy the Db2 service
entries from the Core Server / et ¢/ ser vi ces file. The number of entrieswill differ based on
configuration. Example output:

# Local services

db2c_hpssdb 59999/t cp
DB2_hpssdba 60000/t cp
DB2_hpssdba_1 60001/ tcp
DB2_hpssdba_2 60002/ tcp
DB2_hpssdba_END 60003/t cp

. Catalog the database profile:

% db2 catal og tcpi p node $NODE renpte $HPSS CORE server $PORT

% db2 catal og tcpi p node ghi_server2 renote <HPSS Core_server> server 59999
DB20000I The CATALOG TCPI P NODE conmand conpl et ed successful ly.

DB21056W Directory changes nay not be effective until the directory cache is
r ef r eshed.

Where:

$NODE
unique name; using the short host name of the current machine is recommended.

$HPSS CORE
hostname of the HPSS Core server.

$PORT
port number acquired from the Core Server / et c/ ser vi ces file.

Steps to check hpssdb port on Core Server:

a. Source the database profile:
% . ~hpssdb/sqllib/db2profile
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b. Run the command:
% db2 get dbm cfg | grep SVCENAME
c. Look at the value for the SVCENAME:
TCP/ | P Servi ce nane (SVCENAME) = db2_hpssdb
d. Catthe/ et c/ servi ces fileand grep for the SVCENAME from above:

% cat /etc/services | grep db2_hpssdb
e. Usethe port number found from the grep of the/ et c/ ser vi ces file for $PORT.

8. Catalog the database hghi:
% db2 catal og db hghi as hghi at node $NODE
% db2 catal og db hghi as hghi at node ghi _server2
Db20000I The CATALOG DATABASE command conpl et ed successfully.

Db21056W Directory changes nmay not be effective until the directory cache is
ref reshed.

Verify that the Db2 client can connect to the Db2 server on the HPSS core machine:

% / opt / ghi / bi n/ ghi _db_t est --connect

9. Catalog each hpss subsystem database (for ghi_verify.py):
% db2 catal og db hsubsysl as hsubsysl at node $NODE

% db2 catal og db hsubsysl as hsubsysl at node ghi _server2

Db20000I The CATALOG DATABASE command conpl et ed successful ly.

Db21056W Directory changes may not be effective until the directory cache is
refreshed.
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The HPSS Core Server must also be able to connect to the network configured for the Spectrum Scale
configuration. For example, if the Spectrum Scale cluster is configured exclusively on a data network,
HPSS must be able to connect to that data network, even if the Spectrum Scale nodes also have an
additional network to connect to the HPSS Core Server.

4.1. Verify HPSS RPMs on all GHI nodes

Verify that the following RPMs are installed on all the GHI nodes:

%rpm-ga | grep hpss
hpss-cl nt - <ver si on>*
hpss-1i b- <ver si on>*
hpss-1i b-devel - <ver si on>*

These should exist when GHI-ISHTAR was previously installed.

4.2. Configure the HPSS client

1. Setup/var/ hpss/ et c on GHI client machines.
a. Verify that / var/ hpss/ et ¢/ * was copied from the HPSS Core Server to each GHI node.
b. Add HPSS API_ HOSTNAME=<long hostname>to/ var / hpss/ et ¢/ env. conf .
c. Add HPSS PTHREAD_STACK=5242881t0/var/ hpss/ et c/ env. conf.

2. Set up authentication. Copy the HPSS PAM module (/ et ¢/ pam d/ hpss) from the HPSS Core
Server to/ et ¢/ pam d/ hpss on all GHI nodes.

3. Set uplinks:

% /opt/ibmdb2 > In -s /opt/ibn db2/<version> /opt/ibm db2/def aul t
% /opt/ghi/db2 > In -s /opt/ibnl db2/<version> /opt/ghi/db2/default

4. If using Kerberos authentication, copy / et ¢/ kr b5. conf from the HPSS Core Server to al GHI
nodes.

5. Specify the HPSS NET_FAMILY . Ensure that the HPSS client configuration has the correct
HPSS NET_FAMILY in/var/ hpss/ et c/ env. conf. The default valueis"ipv4_only". Examples:

i pv6_only
i pv4_only
i pv6
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configuration

5.1. Install GHI

1. Install the following RPMs on all non-1OM nodes:

% rpm-ivh ghi-I|ib-<version>. el#. hpss. <hpss versi on>. <architecture>rpm
% rpm -ivh ghi-<version>. el #. hpss. <hpss versi on>. <archi tecture>.rpm
% rpm -ivh ghi-ishtar-<version>. el #. hpss. <hpss versi on>. <architecture>. rpm

GHI fileswill be installed under the directory / hpss_sr c/ ghi - <ver si on>. Note that the ghi-iom
RPM should not be installed on the same machine as the ghi RPM. See IOM install for information
on installing the ghi-iom RPM.

2. Createalink at/ opt/ ghi to/hpss_src/ ghi - <versi on>. GHI requiresthislink to exist to
function properly.

%Iln -s /hpss_src/ghi-<version> /opt/ghi

3. Verify that the following directories exist:

[ opt / ghi
[opt/ghi/bin
[opt/ghi/lib

[usr/share/ man/ cat 7

[ var/ hpss/ ghi

[ var/ hpss/ ghi/policy

[ var/ hpss/ ghi/config

[ var/ hpss/ ghi/config/tenpl at es
[ var/ hpss/ hsi/bin

4. Createa/ var/ hpss/ ghi/ et ¢ directory:

% nkdir /var/hpss/ghi/etc

5.1.1. Configure GHI-ISHTAR

1. Copy theht ar . ksh wrapper script to/ var / hpss/ hsi / bi n:
% cd /var/ hpss/ hsi/bin
% cp htar. ksh.tenplate htar. ksh

% edit htar.ksh (Variables to nodify are described with exanpl e bel ow)
% / bi n/ chnod 755 htar. ksh

Note

GHI-ISHTAR needsto be installed and configured on al GHI nodes, including each IOM. See
section Create |IOMs for each GHI-managed file system for information on installing IOMs.

1. Modify the ht ar . ksh script to provide correct values for the following variables:
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TMPDIR
Location of the temporary files. The amount of space required is based on the size of an
aggregate, plus temporary files created for the data files. Example:

export TMPDI R=/ <Spect rum Scal e_nmount _poi nt >/ scrat ch/. ghi

DEFAULT_REALM
Realm name for the location of the HPSS Core Server. This name must exactly match what
isset for "sitename” in/ var/ hpss/ et c/ si t e. conf from the Core Server, including case
sensitivity. Example:

if [ "$DEFAULT _REALM' = "" ]; then
DEFAULT REALM=cor e_server.cl earl ake. i bm com
fi

HPSS AUTH_METHOD
Set this variable for the desired authentication type ("unix" for UNIX, or "kerberos' for
Kerberos). This variable will determine the keytab file you will use. Example:

export HPSS AUTH METHOD=uni x

HPSS _PRINCIPAL
HPSS principal to use for HTAR. Note that this varies depending on auth method used so this
setting must come AFTER HPSS AUTH_METHOD is set. This HPSS principal should be the
principal configured for this GHI cluster. Example:

Change <CGHI _CLUSTER USER> to the user configured for this cluster.

if [ "$HPSS PRI NClI PAL" = "" ]; then
if [ "$HPSS AUTH METHOD' = "kerberos" ]; then
export HPSS_ PRI NCl PAL="whoani ~ @GDEFAULT_REALM
el se
if [ ""whoami """ = "root" ]; then
export HPSS PRI NCl PAL=<GHl _CLUSTER_ USER>
el se
export HPSS PRI NCI PAL="whoami °
fi

HPSS KEYTAB_PATH
Location of keytab. Set this variable when using UNIX authentication (ex. / var / hpss/ et ¢/
hpss. uni x. keyt ab). Example:

export HPSS KEYTAB PATH=
[ var/ hpss/ et ¢/ hpss. uni x. keyt ab

HPSS HOSTNAME
Interface to be used for the data path. Example:

export HPSS_HOSTNAME=ghi _server1l

5.2. GHI users and groups

All authentication and authorization are done using the GHI cluster principal. Each GHI cluster should
use aunique pricipal. In the following instruction the principals ghiclusterX will be used to refer to
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these GHI cluster principals. Where " X" is represents which cluster the principal is for. Meaning
ghiclusterl isthe principal for the first GHI cluster. The numeric IDs must match those on the HPSS
Core Server, which may be obtained from the/ et ¢/ passwd file on your HPSS Core Server.

1. Verify the ghiclusterX user ID exists on each GHI node within the GHI cluster.
2. Verify group ID hpsssrvr is set for ghiclusterX.

If the user ghiclusterX or group hpsssrvr do not exist, create them.

5.3. Configure GHI

GHI is configured using command-line tools. All the GHI commands discussed in this section are
fully documented in the GHI Management Guide.

These are the steps to configure GHI:
1. Create GHI cluster from the Spectrum Scale configuration.
2. Add the Spectrum Scale file system for GHI to manage.

3. Add IOMs for each GHI-managed Spectrum Scale file system.

5.4. Create the GHI cluster

Define the overall cluster configuration, including the nodes which will be known to GHI (not
necessarily all nodes known to Spectrum Scale). Thisis accomplished using the ghicr cluster
command. The ghicrcluster command must run on the session node that is designated as " cluster
manager node". Use the mmlsmgr command to determine which node is the cluster manager.

root @hi _serverl /var/hpss/hsi/bin > mm sngr

file system manager node
ghi _server1l fs2 192. 168. 221. 199 (ghi _server1l)
ghi _serverl fsi 192. 168. 221. 200 (ghi _server2)

Cl uster manager node: 192.168.221.199 (ghi _serverl)
In addition, Spectrum Scale must be running when defining the cluster configuration to GHI.

All nodes that are designated as quorum with the mmlscluster command must be listed after the
cluster manager. Thiswill alow GHI to assign them as a manager node in the case of afailover.

% ghicrcluster [-v] <GH _nodel> <GH _node2> <GH _node3> ...
% ghicrcluster [-v] -N <nodelist_file>
% ghicrcluster -r [-V]

Where:

<GHI_node#> | <nodelist_file>
The node list of machines from mmiscluster which will have the designation of "manager” in the
command mmiscluster.
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The below command is an example:

% ghicrcluster -v firefly fal con

After ghicrcluster returns"Done. ", restart Spectrum Scale and GHI:

% ghi shut down -G
% ghi startup -G

Note

If ghicrcluster fails during the configuration, retry the configuration step with the "-r" option
after the errors from the failure are resolved (ghicrcluster -r [-v]).

5.5. Create the Spectrum Scale file
systems GHI will manage

Use the command ghiaddfs for each file system to be created, which may be issued from any node
in the cluster. File systemsto be defined must not be mounted in Spectrum Scale when the ghiaddfs
command isissued. The ghiaddfs command will supply default values for the file system which can
be updated or changed with the command ghichfs.

For each file system, the name and mount point are supplied by the user. The ports to be used by the
associated SD and ED may also be user-supplied or left to their default values.

% ghi addfs [-v] <FS_Nane> [-c "# <comment>"] <Munt _Point> [<SD Port> <ED_Port >]
Where:

<FS Name>
The same as the Spectrum Scale configuration name.

<Mount_Point>
The same as the Spectrum Scale configuration mount point.

<3 Port>
The default scheduler daemon port is 80x0, where "x" is the order in which file systems were
configured; for example, 8010 for the first configured file system. GHI will assign aport if oneis
not specified.

<ED_Port>
The default event daemon port is 80x1, where "x" is the order in which file systems were
configured; for example, 8011 for the first configured file system. GHI will assign aport if oneis
not specified.

The below command is an example:

% ghi addfs firefly /firefly
Note

The GHI file system name and mount point must be unique among all GHI clusters connected
to the HPSS system.
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5.6. Create IOMs for each GHI-managed
file system

If you have multiple GHI nodes, you should create one IOM per GHI file system on each node. Each
file system will use the same IOM port number across all nodes.

The default port selected for an IOM is 80x2, where "x" is the order in which the file system was
configured (8012 for the first configured file system, 8022 for the second configured file system, and
so on). For more details about ports, see the GHI Management Guide.

Install the ghi-iom, ghi-lib, and ghi-ishtar RPMs on each node that will be used as an IOM and link
the GHI install location with the /opt/ghi directory.

% rpm -i vh ghi-Ilib-<version>. el #. hpss. <hpss versi on>. <architecture>.rpm\
ghi -i om <versi on>. el #. hpss. <hpss versi on>. <architecture>.rpm\
ghi -i sht ar- <ver si on>. el #. hpss. <hpss versi on>. <archi tecture>.rpm

%Iln -s /hpss_src/ghi-<version> /opt/ghi

In addition, each node used as an IOM will need to copy the ht ar . ksh wrapper script to/ var / hpss/
hsi / bi n as outlined in the Configure GHI-ISHTAR section.

Refer to the GHI Management Guide for more details about ghiaddiom.

% ghi addiom [-vd| D] <File Systemnane> [-c "# <comment >"] <| OM Node> \
<active_on_session_node> <estimte_transfer rate> <chunksi ze>

Where:

<File System name>
Name of the file system added with the ghiaddfs command.

<|OM Node>
Name of the node the IOM will run on.

<active_on_session_node>
Active state of the IOM on the manager session node.

<estimate_transfer _rate>
Estimated data transfer rate.

<chunksize>
Maximum number of bytes to transfer per non-aggregate HPSS 1/0 request.

Example:

% ghi addiom -v firefly firefly:8012 TRUE 1GB 1TB

5.7. Modify the xinetd.conf file for the
number of IOMs

% vi [etc/xinetd. conf*
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Change"cps = 50 10" to"cps = <IOM thread pool size x number of IOMs> 10".

The IOM thread pool size can be obtained from ghilsfs <file system> --iotps.

5.8. Information Lifecycle Management
(ILM) policies

GHI makes use of Spectrum Scale ILM policies. A policy isaplain-text file that describes files and
directoriesto be included or excluded from processing. IBM provides templates which you may use
as a starting point to configure custom policies. These templates can be found inthe/ var / hpss/ ghi /
pol i cy directory. Below isalist of policy templates.

m grate. policy
Thisfile can be placed in any directory in the system. The policy should have separate rules for
aggregates and non-aggregates. The script ghi_migrate isinvoked from the policy engine and
requires a"-a" option to process aggregates.

reset inconplete _mgration.policy
Use this policy to reset files for which a migration was started but never completed. Such files will
show as"[ i nconpl et el y- ni gr at ed] " when listed with ghi_|s-h. They are "migrated enough"
such that Spectrum Scale will not select them to be re-migrated, and the migration-reset process
will result in the files being set back to "un-migrated” so that Spectrum Scale will select them in
the next applicable migration policy run. Thisfile can be placed in any directory in the system.

recal | . policy
Therecall policy does not use abulk size. The policy generates alist. That list is parsed into
aggregates and non-aggregates. Ther ecal | . pol i cy file can be placed in any directory in the
system.

tape_snmart_m gration. policy
Thisis an example used to migrate filesin a tape-smart manner. Files are migrated by HPSS
file families and by path name. This policy can be used in combination with the -—split-filelists-
by-weight option for mmapplypolicy to generate file lists that contain elements with the same
WEIGHT value.

backup_mi gration. policy
The migration policy will run afull Spectrum Scale scan and will attempt to migrate any files that
are not stored currently in HPSS. The policy file should be updated to reflect the migration rules
used for thisfile system. The policy should be able to select every file that has not been migrated
to HPSS and exclude any file which should not be migrated. Verify that the backup migration
policy matches what is being backed up in the backup_net adat a. pol i cy fileto ensure that files
which have not been migrated are included in the metadata backup.

backup_net adat a. pol i cy
This policy is used by the Spectrum Scale SOBAR mmimgbackup command. Spectrum Scalefile
system namespace and file metadata are sent to GHI and HPSS.

| mportant

Do not change the backup _metadata policy without contacting HPSS support.
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backup_error. policy
The backup error policy contains the rules that are used to validate the capture of afile system’s
metadata.

I mportant

Do not change the backup_error policy without contacting HPSS support.

t hreshol d. pol i cy
The Spectrum Scale ILM threshold policy provides the capability for GHI to space manage the
Spectrum Scale file system. New and modified Spectrum Scale files are copied to HPSS on a
periodic basis. When the Spectrum Scale file system reaches a predefined space threshold, the
Spectrum Scale ILM threshold policy is executed to identify file candidates whose data can
be removed from the file system. This file must be copied from the/ var / hpss/ ghi / pol i cy
directory to/ var / hpss/ ghi / pol i cy/<file system> and modified to be specific to the file system.
The script ghi_migrate isinvoked from the policy engine and requires a"-p" option to punch
holesin the file system.

5.9. Configure ghi_dump_fs logging
configuration file(s)

GHI provides atool ghi_dump_fsthat allows you to dump the contents of a GHI managed file system
for inspection or disaster recovery purposes. The tool produces two output files, ghi _dunp_fs. | og
and ghi _dunp_fs. error. | og, and makes use of the logr otate tool to control log rotation and
archiving.

Before running the ghi_dump_fstool, alogrotate configuration file should be created for each file
system you intend to run the tool on. A script ghi_dump_fs config_logging is available to create
the configuration file(s). The tool creates a configuration file, ghi _dunp_fs_<fil e_syst en», from
atemplate file copied from the/ var / hpss/ ghi / confi g/ t enpl at es directory to the logrotate
configuration file directory. The tool uses/ et c/ | ogr ot at e. d asthe logrotate configuration file
directory, however, this location can be changed by specifying the -1 option.

For each file system, run the following command:

% ghi _dunp_fs_config_| ogging <file systenp

This command will create the logrotate configuration file ghi _dunp_fs_<file systen»inthe/etc/
| ogr ot at e. d directory. By default the configuration file will keep five archived copies of the two
output files created by the ghi_dump_fstool. Optional arguments can be used to change the output
directory where you intend to store the output logs created with the ghi_dump_fstool, change the
number of archived copies to retain, and configure a maximum age for the archived copies. Refer to
the help option - h for additional information.

With the log configuration file(s) in place, when the ghi_dump_fstool is executed one of theintial
steps of the tool isto force the log rotation using the appropriate configuration file for the file system
the tool is being run on.
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6.1. Backups

To back up a Spectrum Scale file system, use the GHI ghi_backup command line interface. The
backup interface uses the Spectrum Scale mmimgbackup command, which usesthe ILM policy
management engine.

GHI backups use the Spectrum Scale snapshot feature to take a point-in-time image of the file system.
When running a backup:

1. A snapshot of the Spectrum Scale namespace is saved after the backup migration policy and any
other running migration policies have completed.

2. The state of each of thefilesis saved.

Each file system to be backed up usesits own copy of each of the following backup policy templates
that resideinthe/ var/ hpss/ ghi / pol i cy directory:

backup_mi gration. policy
The backup migration policy contains the migration rules for the Spectrum Scale file system to be
backed up. The rules can migrate files as aggregates or non-aggregates. The rules must select all
the files to be backed up.

backup_net adat a. pol i cy
The backup metadata policy contains the rules that previous GHI versions need to capture afile
system’s metadata. The new image backup feature does not require a metadata policy for metadata
backup. The metadata is contained in the image generated by Spectrum Scale as part of the backup
process.

backup_error. policy
The backup error policy contains the rulesthat are used to validate the capture of the file system’s
metadata.

Note

IBM recommends running a daily backup. Checking the backup logs daily to correct any
errorsis agood practice to ensure successful backups. The GHI backup option is "image".
Full non-image backup is deprecated. Details of backup are provided in the GHI Management
Guide.

Most sites create a crontab entry using either of the following forms of ghi_backup to run adaily
backup. For purposes of this documentation, each command below has been split into two separate
lines; each indented line should be considered as part of the command line above it, with no breaks.

ghi _backup <fil esys> <type> [--keep-snapshot] [-E <Fsets> [-U
<mmappl ypol i cy_user_args>] [-| <mm ngbackup_user_args>]]
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ghi _backup <fil esys> <type> [--keep-snapshot] [-E -F <List of Fsets> [-U
<mmappl ypol i cy_user_args>] [-1 <mm ngbackup_user _args>]]

Where:

<type>
Perform the indicated type of backup. Presently, the only value accepted for thisfield is "image",
which means an image backup using the Spectrum Scale SOBAR capability.

--keep-snapshot
K eep the Spectrum Scale snapshot that is taken during backup.

<Fsets>
Filesets which need not be linked in; either a space-separated list of filesets, or (using -F) a space-
separated list of files containing alist of filesets.

<mmapplypolicy user_args>
Arguments to be passed into mmapplypolicy only.

Example command:

% ghi _backup firefly inage

6.2. Restore

Refer to "Backup and recovery" in the GHI Management Guide for restore details.

30



Chapter 7. GHI conversions

Note

Make sure that for any version you upgrade to, you read through all the instructions from the
version you are upgrading from up until the version you are installing.

7.1. Converting from 3.3.0t0 4.1.0

7.1.1. Configuring GHI for a different cluster user

As part of GHI 4.1 each GHI cluster can interface with HPSS as a unique user. In GHI 3.3 and below
it was assumed that the user HPSS_PRINCIPAL_DMG ("hpssdmg") was used for all clusters.

The following steps show how to change a preexisting GHI cluster from one user to a newly created
user.

On aGHI node in the cluster:
1. Get the names of the file systems configured on this cluster
% ghi | sfs
2. Stop GHI on the cluster
<HPSS BASE_PATH> isthe "HPSS Base Path" output by ghilsfs. The default location is"/ghi".
On the HPSS core server:

1. Add new user to HPSS core with hpssuser tool. Refer to the HPSS Installation Guide for specific
instructions.

2. Usethe hpss_recurse tool with the chmod_chown_callback.py callback on our ghi file systems
stored in HPSS. The file systems are stored in HPSS at the path /<HPSS_BASE_PATH>/<ghi file
system name>

a. For every ghi file system run the following:

% hpss_recurse -b /<HPSS BASE PATH>/ <ghi file system name> -c /opt/hpss/tools/lib/py

hpss_recurse with the -c argument and chmod_chown_callback.py callback will change the ownership
of every file and directory in /<HPSS BASE PATH>/<ghi file system name> to the user <new

user uid> and group <new user gid>. The fileswill have the permissionsto only allow owner read

and write (Frw------- , 1. 0600) and directories will have owner read, write, execute permissions
(Drwx------ , 1.6 0700). For more details on the hpss_recurse tool see the man page.

On each GHI nodein the cluster:

1. Add new user, The user and group 1D numbers created on the GHI nodes must match the
corresponding user and group ID numbers on the HPSS Core Server. Refer to the HPSS
Management Guide for specific instructions.
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2. Modify / var/ hpss/ et ¢/ env. conf fileto have the environment variable HPSS_PRI NCI PAL_DMG set
to the new user principa name created on the GHI cluster nodes.

3. Modify / var/ hpss/ et c/ env. conf fileto have the environment variable HPSS_PRI NCI PAL_SSMset
to hpssssm.

4. Modify / var/ hpss/ hsi / bi n/ ht ar . ksh file to use new user as the HPSS PRINCIPAL.

Change <CGHI _CLUSTER USER> to the user configured for this cluster.

if [ "$HPSS PRI NCl PAL" = "" ]; then
if [ "$HPSS AUTH METHOD' = "kerberos" ]; then
export HPSS_ PRI NCl PAL="whoam ~ @DEFAULT_REALM
el se
if [ ""whoami *" = "root" ]; then
export HPSS PRI NCl PAL=<GHl _CLUSTER USER>
el se
export HPSS_PRI NCl PAL="whoam °
fi

On the HPSS core server change the ownership and permissions of the HPSS base path for ghi.
1. hpsschown <GHI_CLUSTER USER> <HPSSSRVR_GID> <HPSS BASE PATH>
2. hpsschmod 775 <HPSS BASE PATH>

It does not matter which cluster user owns the HPSS base path just that al of the cluster users belong
to the hpsssrvr group.

On the HPSS core server if the hpssdmg user is no longer required, delete it:
1. Removethe HPSS PRINCIPAL_DMG user from env.conf

2. Remove ACLsfor HPSS PRINCIPAL_DMG user from core server Account Validation Interface

% / opt / hpss/ bi n/ hpss_server _acl

hsa> acl -t CORE

1) PVL Mount Notification Interface (v1) 007ff347-e533-1c
2) Realtinme Monitor Interface (vl) 80c9a256-2f13-11

3) dient Interface (v2) 32ba9692-4667-11

4) Account Validation Interface (vl) 647f22a8-ale9-11

Sel ect an interface

Choose an item by nunber (RET to cancel):

> 4

hsa> show

perns - type - ID (nanme) - realmID (realm

r--c--- - user - 302 (hpssftp) - 10000 (<core_server>.cl earl ake.i bm con
r--c--- - user - 306 (hpssfs) - 10000 (<core_server>.clearl ake.i bm com
rwc-dt - user - 307 (hpssnps) - 10000 (<core_server>.cl earl ake.i bm con
rwc-d- - user - 312 (hpssssn) - 10000 (<core_server>. cl earl ake.i bm con
r'wc--- - user - 1001 (hpssdng) - 10000 (<core_server>.clearl ake.i bm com

------ t - any_ot her

hsa> del user hpssdng rwc
hsa> show
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perms - type - ID (name) - realmID (real nm

r--c--- - user - 302 (hpssftp) - 10000 (<core_server>.clearl ake.ibm con
r--c--- - user - 306 (hpssfs) - 10000 (<core_server>.clearl ake.i bm com
rwc-dt - user - 307 (hpssnps) - 10000 (<core_server>.clearl ake.ibm con
rwc-d- - user - 312 (hpssssn) - 10000 (<core_server>. clearl ake.ibm con
rwc--- - user - 1001 (hpssdng) - 10000 (<core_server>.clearl ake.i bm com

------ t - any_other
hsa> quit

3. Remove the HPSS PRINCIPAL_DMG with hpssuser

% hpssuser -del hpssdng -acct
On aGHI nodein the cluster:
1. Startup GHI

2. Verify that new files are created with our newly configured user and that GHI can access
preexisting files.

On the GHI nodes in the cluster:

1. If the hpssdmg user is no longer required, delete it

7.2. Converting from 3.1.0to 3.2.0

Note
The conversion process will use RPMsfor GHI 3.2.0.

1. Modify the callback script to source the database profile on al GHI nodes. (DB2PROF)

% vi m /opt/ ghi/bi n/ hpssEvent Noti fy

7.3. Converting from 3.0.1to 3.1.0

Note
The conversion process will use RPMs for GHI 3.1.0.

1. Shut down GHlI.

% ghi shut down -g

2. Verify there are no non-IOM GHI processes in the process list.

% ps -ef | grep ghi | grep -v ghi_iom
Note

If any GHI processes remain in thelist, usekill -9 <pid> to shut them down.

33



GHI conversions

. Unmount the file system.

% nmmunmount <file systenk -a

. Remove old GHI RPMs.

%rpm-ga | grep ghi - List installed RPMs
% rpm-e <ghi_rpns installed from above>
%rpm-ga | grep ghi - Verify no Gd RPMs are installed

. Instal new GHI 3.1.0 RPMs.
Note

RPMs deployed will vary. Contact HPSS support before installing.

% cd <path to GH 3.1.0 RPMs>
% rpm-ivh ghi-3.1.0.0-0.<arch> ghi-lib-3.1.0.0-0.<arch> ghi-ishtar-5.1.2.0-0.<arch>

. Run ghiupdate twice: first with the -vT option to test, and then again with just the -v option.
% ghi update -vT --<0S arch> <all nodes listed in ghil snodes>
% ghi update -v --<0S arch> <all nodes listed in ghil snodes>

. Make sure the directory where GHI isinstaled islinked to / opt / ghi .

. Delete and recreate the mmcallbacks so they use the/ opt / ghi / bi n path. For example, if the
mmecallbacks are:

% nml scal | back

hpssCBst art up

command = [ opt/ hpss/ bi n/ hpssEvent Noti fy
event = startup, cl ust er Manager Takeover, pr eShut down
par ns = 9%l ust er Nane %event Nane %l ust er Manager.i p %yNode.ip

hpssCBt hr eshol d

command = /[ opt/ hpss/ bi n/ hpssCBt hr eshol d
event = noDi skSpace, | owDi skSpace
par ns = % vent Nane % sNane

Y ou should do the following to re-add the callbacks for the/ opt / ghi directory:

a. Delete the callbacks with:

% mmdel cal | back hpssCBst art up
% mmdel cal | back hpssCBt hreshol d

b. Add them back for / opt / ghi with the following. For purposes of this documentation, the
mmaddcallback commands below have been split into multiple lines; the indented lines should
be considered as part of the starting command line, with no breaks.

% mmaddcal | back hpssCBstartup --comand /opt/ ghi/bin/hpssEvent Notify --event
st art up, cl ust er Manager Takeover, pr eShut down --parns "%l ust er Name %event Nane
%l ust er Manager . i p %ryNode. i p"
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% mmaddcal | back hpssCBt hreshol d --command /opt/ ghi/ bi n/ hpssCBt hreshol d - - event
noDi skSpace, | owDi skSpace --parnms "% vent Name % sNane"

9. Delete and re-add the IOMs so they are configured for the new location under the / opt / ghi
directory. The following instructions can help achieve this:

a. Start GHI.
b. Listal IOMs.
% ghi | siom <file systenr
Y ou can use this to see the current IOM configuration info.

c. Deleteall IOMs.
% ghi deliom <fil e system <| OM node>: <port #>
Use this on each IOM node you want recreated on the file system.
d. Add al IOMs.
% ghi addi om <fil e systen> <l OM node>: <port #> <asn val ue> <etr val ue> <chunk si ze>

Where:

<asn value>
the value indicated earlier for the "Active Session Node" in the ghilsiom output.

<etr value>
the value indicated earlier for the "Estimated Transfer Rate" in the ghilsiom outpui.

<chunk size>
the value indicated earlier for the "Transfer Chunk Size" in the ghilsiom output.

Repeat the above for each IOM and port in ghilsiom.
10.Restart GHI.
% ghi shut down -g
% ghi startup -g

11.The new IOM should be usable and you can confirm the change by running ghilsiom <file
system>.

12.Y ou may wish to update your path to include/ opt / ghi / bi n so that the GHI executables can be
found without specifying the path.

13.Thefilesinstaled by the GHI RPM that specify GHI paths will use/ opt / ghi instead of / opt /
hpss. However, for any policy files containing GHI paths that already exist on the system that are
not replaced by the GHI RPM, these will need to be updated so paths containing / opt / hpss are
changed to / opt / ghi .

14.0ld libraries must be removed.
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As part of upgrading to versions of GHI 3.1.0 or later from GHI 3.0.1 or earlier, sites should
remove the GHI files from the HPSS directory. These include the ghi * files under / opt / hpss/ bi n
and/ opt/ hpss/ | i b, but also these filesunder / opt / hpss/ i b:

HPSSMbdul e. so

I'i bhpssghi . so
I i bhpssghi _base. so

Note

GHI will attempt to createalink in1 i bhpssghi _restore. soin/opt/ hpss/lib.
Spectrum Scale continues to link with that location for handling image restores. The
| i bhpssghi _restore. so file should be removed.

and these files under / opt / hpss/ bi n:
db2db. py

drmapi shel |
hpssAddCal | backs
hpssCBt hr eshol d
hpssEvent Noti fy
hpssdel et e
hpssl i st

hpssm grate
hpssrecal

| sghi

| sgpfs

15.Policy files must be updated to reflect the new install location.

Also, customers will have to update all policy fileson al their nodes manually to reflect / opt /
ghi / bi n instead of / opt / hpss/ bi n. Until thisis done, migrations, recalls, and stages will not
work.

7.4. Converting from 3.0.0to 3.0.1

Note
The conversion process will use RPMsfor GHI 3.0.1.

1. Shut down GHI.

% ghi shut down -g

2. Verify there are no non-IOM GHI processes in the process list.

% ps -ef | grep ghi | grep -v ghi_iom
Note
If any GHI processes remain in thelist, usekill -9 <pid> to shut them down.

3. Unmount the file system.
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% mmuumount <file systenr -a

. Remove old GHI RPMs.
%rpm-ga | grep ghi - List installed RPMs

% rpm-e <ghi_rpns installed from above>
%rpm-ga | grep ghi - Verify no Gd RPMs are installed

. Install new GHI 3.0.1 RPMs.
Note
RPMs deployed will vary. Contact HPSS support before installing.

For purposes of this documentation, the rpm command below has been split into two separate
lines; the indented line should be considered as part of the command line above it, with no breaks.

% cd <path to GH 3.0.1 RPMs>

% rpm-ivh ghi-3.0.1.0-0.<arch> ghi-lib-3.0.1.0-0.<arch>,
ghi -i shtar-5.1. 2. 0-0. <arch>

. Run ghiupdate twice: first with the -vT option to test, and then again with just the -v option.
% ghi update -vT --<0S arch> <all nodes listed in ghil snodes>

% ghi update -v --<0S arch> <all nodes listed in ghil snodes>

. Convert the GHI garbage collection table on each file system. This step should be run for al file
systems; the conversion of file system tables can be executed in parallel.

a. For each file system, modify / var / hpss/ ghi / t enpl at es/ ghi nmodi f yge. ddl by replacing
the template info (<GC_FILESY STEM>) with your file system name throughout the file (for
example, if your file system nameis"foo", the table name should be "GC_FOQ").

% cat /var/ hpss/ ghi/tenpl ates/ ghi nodi f ygc. ddl
connect to hghi;
ALTER TABLE HPSS. " GC_FOO FS1"

ADD COLUWN | NODE

Bl G NT NOT NULL DEFAULT 0

ADD COLUWN | GEN

| NTEGER NOT NULL DEFAULT O;

reorg table HPSS. "GC CANAAN FS1";
b. Run the modified ghi nodi fygc. ddl .
% db2 -svtf ghinodifygc. ddl
. Start the new GHI.
% ghi startup -g
. Verify that the ghi_pm, ghi_cm, and ghi_md processes are running.

% ps -ef | grep ghi_ | grep -v grep
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10.Mount GHI-managed file systems.

% mmount <file systenr -a

11.Verify the SD, ED, and then the IOMs are active.

%tail /<file systenp/scratch/non/<non_sd.out | non_i om out>

12.Convert the DMAPI PIN attributes into timestamp values for all file systems.

Note

The pin conversion process converts DMAPI PIN attributes into timestamp values for

all file systems. If Spectrum Scaleis restored using a backup prior to this conversion, the
unconverted DMAPI PIN attributes will be restored as well, and it will be necessary to
rerun these steps to convert the PIN attribute values again.

a. List all pinned files using the following policy:
# Tenplate for listing old style pinned files

RULE EXTERNAL POOL ' hsmi EXEC '/ opt/ hpss/bin/ghi_m grate'

RULE ' Pinned Files' LIST 'files_pinned
SHOW (' -s' FI LE_SI ZE)
VWHERE XATTR(' dmapi . _GH _PIN ) LIKE ' TRUE%
AND pat h_nanme NOT LIKE ' % %crat ch%
AND pat h_nane NOT LI KE ' % % snapshot %

RULE ' Default' SET POOL ' systeni

b. Apply the above policy.

% ghi appl ypolicy <file system> -P <above tenplate file> -1 defer

c. Generate afilelist for al pinned files and convert them.

% cat <path/to/scratch/.ghi>/list.files pinned | cut -d ' -f7 > /tnp/pinned_files
% ghi _pin -f /tnp/pinned_files

# Policy tenpl ate exanpl e

RULE EXTERNAL POOL ' hsmi EXEC '/ opt/ hpss/bin/ghi_m grate’
RULE ' UnPi nned Files’ LIST 'files_unpinned’
SHOW (' -s’ FI LE_SI ZE)
VWHERE XATTR(' dmapi . _GHI _PIN ) LI KE ' FALSE%
AND pat h_nanme NOT LIKE * % %scrat ch%
AND pat h_nane NOT LI KE ' % % snapshot %
RULE ' Default’ SET POOL ' system

d. Generate afilelist for al unpinned files (files which were previously pinned, but were |ater
unpinned using the ghi_pin tool) and convert them. For purposes of this documentation, the cat
command below has been split into two separate lines; the indented line should be considered as
part of the command line above it, with no breaks.

% cat <path/to/scratch/.ghi>/list.files unpinned | cut -d ' -f7 >
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[t mp/ unpi nned_fil es
% ghi _pin -u -f /tnp/unpinned_files

e. Validatethat all attributes have been migrated by listing the pinned files and comparing row
counts: they should match. If not, list the pinned files again and rerun the ghi_pin tool against
the resulting list. For purposes of this documentation, the wc command below has been split into
two separate lines; the indented line should be considered as part of the command line aboveit,
with no breaks.

% ghi appl ypolicy -P /var/hpss/ghi/policy/pin_time_list.policy -1 defer

%we -l <path/to/scratch/.ghi>/list.files_pinned
</path/to/scratch/.ghi>/list.files_pinned_tinmne

1000 <path/to/scratch/.ghi>/list.files_pinned

1000 <path/to/scratch/.ghi>/list.files pinned tine

Note

It could take up to ten minutes for the ED to connect to the SD and fifteen minutes for the
IOMs to connect to the ED. If after twenty minutes things are still not connecting, contact
HPSS support.

7.5. Converting from 3.1to 3.2

Note
The conversion process will use RPMsfor GHI 3.2.

1. Shut down GHI.

% ghi shut down -g
2. Verify there are no non-IOM GHI processes in the process list.
% ps -ef | grep ghi | grep -v ghi _iom
Note
If any GHI processes remain in thelist, use kill -9 <pid> to shut them down.

3. Unmount the file system.

% mmumount <file systenr -a

4. Remove old GHI RPMs.

%rpm-ga | grep ghi - List installed RPMs
% rpm -e <ghi _rpns installed from above>
%rpm-ga | grep ghi - Verify no Gd RPMs are installed

5. Install new GHI 3.2 RPMson all session nodes. Install new GHI 3.2 |OM RPMson all IOM nodes.
Note

RPMs deployed will vary. Contact HPSS support before installing.
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% cd <path to GH 3.2 RPMs>
% rpm -ivh ghi-3.2.0.0-0.<arch> ghi-lib-3.2.0.0-0.<arch> ghi-ishtar-5.1.2.0-0.<arch>

6. Run ghiupdate twice: first with the -vT option to test, and then again with just the -v option.
% ghi update -vT --<0S arch> <all nodes listed in ghilsnodes>

% ghi update -v --<0S arch> <all nodes listed in ghil snodes>

7. Create indexes on the GHI mapping tables for each file system. These steps should be run for all
file systems; the conversion of the system tables can be executed in parallel.

a. For each file system, source the Db2 profile.

% sour ce <hpssdb user hone>/sqllib/db2profile
b. Create the HPSS path index.

% db2 " CREATE | NDEX HPSSI DX ON MAPPI NG_<FS> BASE ( HPSSPATH) "
c. Create the Spectrum Scale path index.

% db2 " CREATE | NDEX GPFSI DX ON MAPPI NG <FS> BASE ( GPFSPATH)"
d. Create the Inode index.

% db2 " CREATE | NDEX | NODEI DX ON MAPPI NG_<FS>_BASE (| NODE) "
e. Update statisticsin the system catalog for the GHI mapping base table.

% db2 "RUNSTATS ON TABLE MAPPI NG <FS> BASE AND SAMPLE DETAI LED | NDEXES ALL"
f. Remove any cached SQL statements.

% db2 " FLUSH PACKAGE CACHE DYNAM C'
g. Check if the mapping table needs to be reorgani zed.

% db2 " REORGCHK CURRENT STATI STI CS ON TABLE NAPPI NG <FS>_BASE"

8. Create anew index on the GHI garbage collection table for each file system. This step should be
run for al file systems; the conversion of the system tables can be executed in parallel.

a. For each file system, source the Db2 profile.
% sour ce <hpssdb user hone>/sqllib/db2profile
b. Create the SOID Index for the GC table.
% db2 " CREATE | NDEX GC <FS>_SO D_I NDEX ON GC <FS> (SO D)"
9. Start the new GHI.
% ghi startup -g
10.Verify that the ghi_pm, ghi_cm, and ghi_md processes are running.

% ps -ef | grep ghi_ | grep -v grep
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11.Mount GHI-managed file systems.

% mmmount <file systenr -a

AND pat h_nane NOT LI KE ' % % snapshot %
RULE ' Default’ SET POOL 'system

a. Generate afilelist for all unpinned files (files which were previously pinned, but were later
unpinned using the ghi_pin tool) and convert them. For purposes of this documentation, the cat
command below has been split into two separate lines; the indented line should be considered as
part of the command line above it, with no breaks.

% cat <path/to/scratch/.ghi>/list.files unpinned | cut -d ' -f7 >
[t mp/ unpi nned_fil es
% ghi _pin -u -f /tnp/unpinned_files

b. Validate that all attributes have been migrated by listing the pinned files and comparing row
counts: they should match. If not, list the pinned files again and rerun the ghi_pin tool against
the resulting list. For purposes of this documentation, the wc command below has been split into
two separate lines; the indented line should be considered as part of the command line aboveit,
with no breaks.

% ghi appl ypolicy -P /var/hpss/ghi/policy/pin_time_list.policy -1 defer

%we -l <path/to/scratch/.ghi>/list.files_pinned
</path/to/scratch/.ghi>/list.files_pinned_tine

1000 <path/to/scratch/.ghi>/list.files_pinned

1000 <path/to/scratch/.ghi>/list.files pinned_tinme

Note

It could take up to ten minutes for the ED to connect to the SD and fifteen minutes for the
IOMs to connect to the ED. If after twenty minutes things are still not connecting, contact
HPSS support.
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Appendix A. Glossary of terms and

acronyms

ACL Access Control List.

AlX Advanced Interactive Executive. An operating system provided on many IBM
machines.

API Application Program Interface.

Archive One or more interconnected storage systems of the same architecture.

Attribute When referring to a managed object, an attribute is one discrete piece of information,
or set of related information, within that object.

Class of A set of storage system characteristics used to group files with ssimilar logical

Service characteristics and performance requirements together. A Class of Serviceis
supported by an underlying hierarchy of storage classes.

CM Configuration Manager

Co-managed File dataresidesin both Spectrum Scale and HPSS.
Configuration The process of initializing or modifying various parameters affecting the behavior of

COS
Core Server

Daemon
Db2

Directory

DMAPI
DOE
ED
Event

File

Fileset

a GHI server or infrastructure service.
Class of Service.

An HPSS server which manages the namespace and storage for an HPSS system.
The Core Server manages the namespace in which files are defined, the attributes

of the files, and the storage media on which the files are stored. The Core Server is
the central server of an HPSS system. Each storage subsystem uses exactly one Core
Server.

A UNIX program that runs continuously in the background.

A relational database system, a product of IBM Corporation, used by HPSS and GHI
to store and manage HPSS and GHI metadata.

An HPSS object that can contain files, symbolic links, hard links, and other
directories.

Data Management Application Programming Interface.
Department of Energy.
Event Daemon.

A log record message type used to log informational messages (for example:
subsystem starting, subsystem terminating).

An object that can be written to, read from, or both, with attributes including access
permissions and type, as defined by POSIX (P1003.1-1990). HPSS supports only
regular files.

A collection of related files that are organized into a single easily managed unit. A
fileset isadigoint directory tree that can be mounted in some other directory tree to
make it accessible to users.
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File system
ID

FSID
GB

GC

GHI
ISHTAR
HA
Hierarchy
HPSS
HSI
HSM
ISHTAR

IBM
ID
ILM
/0
IOM
IP
KB
LAN
LANL
LLNL
MB
MD
metadata

Migrate

M ount

Mount point

M over

Namespace

PB

A 32-bit number that uniquely identifies an aggregate.

File system unique identifier.

Gigabyte (2°°).

Garbage Collection.

Spectrum Scale/HPSS Interface.

Specialy modified GHI-specific version of the HTAR program.
High Availability

See "Storage Hierarchy".

High Performance Storage System.

Hierarchical Storage Interface.

Hierarchtical Storage Management

HPSS tar program — a utility to aggregate a set of files directly into HPSS without
first writing to local storage, and to randomly retrieve individual member filesvia
creation of a separate index file.

International Business Machines Corporation.
Identifier.

Information lifecycle Management.
Input/Output.

I/O Manager.

Internet Protocol.

Kilobyte (219).

Local Area Network.

Los Alamos National Laboratory.
Lawrence Livermore National Laboratory.
Megabyte (220).

Mount Daemon.

Control information about the data stored under HPSS, such as |ocation, access times,
permissions, and storage policies. Most HPSS metafile contents are stored in a Db2
relational database.

To copy file datafrom alevel in the file’ s hierarchy onto the next lower level in the
hierarchy.

An operation in which a cartridge is either physically or logically made readable or
writable, or both, on adrive. In the case of tape cartridges, a mount operation isa
physical operation. In the case of afixed disk unit, amount isalogical operation.

A place where afileset is mounted in the XFS or HPSS namespaces, or both.

An HPSS server that provides control of storage devices and data transfers within
HPSS.

The set of name-object pairs managed by the HPSS Core Server.
Petabyte (2°9).
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PID
PM
POSIX
RPM
SD
SNL
SOID

Spectrum
Scale

SQL
SSH
Storage class

Storage
hierarchy

Storage
subsystem

B
TCP/IP

Process identifier

Process Manager.

Portable Operating System Interface (for computer environments).
RPM Package Manager

Scheduler Daemon.

Sandia National Laboratories.

Storage Object Identifier

New name of General Parallel File System (GPFS).

Structured Query Language
Secure Shell Protocol

An HPSS object used to group storage media together to provide storage for HPSS
data with specific characteristics. The characteristics are both physical and logical.

An ordered collection of storage classes. The hierarchy consists of a fixed number
of storage levels numbered from level 1 to the number of levelsin the hierarchy,
with the maximum level being limited to 5 by HPSS. Each level is associated with
a specific storage class. Migration and stage commands result in data being copied
between different storage levelsin the hierarchy. Each Class of Service hasan
associated hierarchy.

A portion of the HPSS namespace that is managed by an independent Core Server and
(optionally) the Migration/Purge Server.

Terabyte (240).
Transmission Control Protocol/Internet Protocol.
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